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ABSTRACT. We present a logic of conditional doxastic actions, obtained by incorporating ideas from belief revision
theory into the usual dynamic logic of epistemic actions. We do this by extending to actions the setting of epistemic
plausibility models, developed in Baltag and Smets (2006) for representing (static) conditional beliefs. We introduce
a natural extension of the notion of update product from Baltag and Moss (2004) to plausibility models.

1 Introduction

In this paper, we extend the semantic setting proposed in Baltag and Smets (2006) for “static”
multi-agent belief revision to define a notion of (multi-agent) belief update with an action, i.e. a
dynamic notion of belief revision. This improves on the work in Baltag et al. (1998) and Baltag
and Moss (2004), by incorporating ideas from belief revision into dynamic-epistemic logic.

In Baltag and Smets (2006), we proposed two equivalent semantic settings for “static” belief
revision, and proved them to be equivalent with each other and with a multi-agent epistemic
version of the AGM belief revision theory: conditional dozastic models and epistemic plausibility
models. We argued extensively that these settings provided the “right” qualitative semantics for
multi-agent belief revision, forming the basis of a conditional dozastic logic (C DL, for short),
that captured the main “laws” of hypothetical beliefs. We went beyond static revision, using
CDL to explore a restricted notion of “dynamic” belief revision, by modeling and axiomatizing
multi-agent belief updates induced by public and private announcements.

In this paper, we go further and describe a full dynamic logic of conditional dozastic actions,
which subsumes all the other approaches known to us that combine dynamic-epistemic logic
with belief revision. We do this by putting together the ideas from Baltag et al. (1998), Baltag
and Moss (2004) on the logic of epistemic programs with the ideas from Baltag and Smets
(2006). In particular, we adopt the view of “actions” as having a similar underlying dozas-
tic/epistemic structure as the “states”: thus, we use the same kind of structures (plausibility
frames) to model both actions and states. We also adopt the fundamental idea of “update
product” from Baltag and Moss (2004), extending it naturally from epistemic Kripke models
to plausibility models.
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It is important to note that our approach differs from the recent semantical literature on
the topic of dynamic belief revision, e.g. Aucher (2003), van Ditmarsch (2005), Segerberg
(1998), Segerberg (1999), in the following sense: most Kripke-style models proposed for multi-
agent belief revision are based on specific mechanisms that rely on quantitative notions, such
as “degrees of belief”, plausibility functions, graded models or probabilistic measures of belief.!
However, classical AGM belief revision theory, as initiated in Alchourron, Gardenfors and
Makinson (1985) and developed e.g. in Gardenfors (1988), is a qualitative theory, based on
simple postulates concerning a basic operation (revision), of great generality and simplicity.
Our approach retains this qualitative flavor of the classical AGM theory.

In this sense, our approach is closer to the one in van Benthem (2005) and van Benthem
et al. (2005). Though still based on (“quantitative”) models involving plausibility relations,
the approach in van Benthem (2005) abstracts away from the details of modeling when con-
sidering the associated modal logic, which (is not based on any “graded belief” operator, as
in e.g. Aucher (2003), van Ditmarsch (2005), but) is a simple language of conditional beliefs
and update modalities, virtually identical to ours (for public announcements). As a result, the
main “reduction axiom” in van Benthem (2005) (which computes, in the style of the Action-
Knowledge Axiom in Baltag et al. (1998), the beliefs after a public announcement in terms of
the initial conditional beliefs) can be recovered as a special case of our main reduction axiom
for conditional beliefs after an action. In a sense, our approach here is simply to go one step
further, and abstract away (from the specific details of a particular quantitative implementation
of belief revision operators) on the semantic side as well. This leads to a perfect match between
the syntax (based on conditional beliefs) and the semantics (in terms of conditional doxastic
models), giving our logic a broader, more general scope of application and a greater trans-
parency. In its turn, this greatly facilitates the move to the more general context of arbitrary
epistemic/dozastic actions.

Our concepts of conditional belief and of C'DM can also be seen in the context of the
wide logical-philosophical literature on notions of conditional, see e.g. Adams (1965), Stalnaker
(1968), Ramsey (1931), Lewis (1973), Bennett (2003). One can of course look at our conditional
belief operators as non-classical (and non-monotonic!) implications. Our approach can thus
be compared with other attempts of using doxastic conditionals to deal with belief revision,
see e.g. Gardenfors (1986), Grove (1988), Rott (1989), Fuhrmann and Levi (1994), Ryan and
Schobbens (1997), Halpern (2003).

2 Preliminaries: Epistemic Plausibility Models and
Conditional Doxastic Models

In this section, we review some basic notions and results from Baltag and Smets (2006).
Plausibility Frames. An epistemic plausibility frame is a structure S = (5, ~q, <4)aea,
consisting of a set S, endowed with a family of equivalence relations ~,, called epistemic
indistinguishability relations, and a family of “well-preorders” <,, called plausibility relations.
Here, a
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‘well-preorder” is just a preorder? such that every non-empty subset has minimal

1One could argue that the degrees of belief are given by a plausibility order relation, so by a qualitative,
order-theoretic notion, but in fact the way belief revision or update are defined makes an essential use of
the “arithmetic” of these (finite or transfinite) degrees, e.g. in Spohn (1988) and Aucher (2003); hence, the
quantitative flavor.

2i.e. a reflexive and transitive relation.



elements.® Using the notation Min<T :={t € T : t <t for all ' € T} for the set of minimal
elements of T, the last condition says that: for every T'C S, if T # () then Min< T # 0.
Plausibility frames for only one agent and without the epistemic relations have been used
as models for conditionals and belief revision in Grove (1988), Gardenfors (1986), Gardenfors
(1988), Segerberg (1998) etc. Observe that the conditions on the preorder <, are (equivalent
to) Grove’s conditions for the (relational version of) his models in Grove (1988). The standard
formulation of Grove models (in terms of a “system of spheres”, weakening the similar notion in
Lewis (1973)) was proved in Grove (1988) to be equivalent to the above relational formulation.*
Given a plausibility frame S, an S-proposition is any subset P C S. We say that the state
s satisfies the proposition P if s € P. Observe that a plausibility frame is just a special case
of a Kripke frame. So, as is standard for Kripke frames, we can define an epistemic plausibility
model to be an epistemic plausibility frame S together with a valuation map || e || : & — P(S),
mapping every element of a given set ® of “atomic sentences” into S-propositions.
Notation: strict plausibility, doxastic indistinguishability. As with any preorder, the
(“non-strict”) plausibility relation <, above has a “strict” (i.e. asymmetric) version <,, as well
as a corresponding equivalence relation ~,, called “doxastic indistinguishability”:

s<g tif s<,tandt £, s

s, tiff s<,tandt <, s

Interpretation. The elements of S will be interpreted as the possible states of a system (or
“possible worlds”). The atomic sentences p € ® represent “ontic” (non-dozastic) facts about
the world, that might hold or not in a given state, while the valuation tells us which facts hold
at which worlds. The equivalence relations ~, capture the agent’s knowledge about the actual
state of the system (intuitively based on the agent’s (partial) observations of this state): two
states s,t are indistinguishable for agent a if s ~, t. In other words, when the actual state of
the system is s, then agent a knows only the state’s equivalence class s(a) :={t € S : s ~, t}.
Finally, the plausibility relations <, capture the agent’s conditional beliefs about (virtual) states
of the system : given the information that some possible state of the system is either s or t,
agent a will believe the state to be s iff s <, t; will believe the state to be t iff £ <, s; otherwise
(if s ~, t), the agent will consider the two alternatives as equally plausible.

Example 1. The father informs the two children (Alice and Bob) that he has put a coin lying
face up on the table in front of them. At first, the face is covered (so the children cannot see
it). Based on previous experience, (it is common knowledge that) the children believe that the
upper face is (very likely to be) Heads: say, they know that the father has a strong preference
for Heads. And in fact, they’re right: the coin lies Heads up. Next, the father shows the face of
the coin to Alice, in the presence of Bob but in such a way that Bob cannot see the face (though
of course he can see that Alice sees the face). The plausibility model S for this situation is:

3Observe that the existence of minimal elements implies, by itself, that the relation <, is both reflezive (i.e.
s <g s for all s € S) and connected (i.e. either s <, t or t <, s, for all s,t € S). Note also that, when the set S
is finite, a well-preorder is nothing but a connected preorder.

4A more concrete ezample of plausibility frames was given in Spohn (1988), in terms of ordinal plausibility
maps assigning ordinals d(s) (“the degree of plausibility” of s) to each state s € S. In our epistemic multi-agent
context, this would endow each agent a with an ordinal plausibility map d, : S — Ord.



Here, we left the father out of the picture (since he only plays the role of God or Nature,
not the role of an uncertain agent). The node on the left, labeled with H, represents the actual
state of the system (in which the coin lies Heads up), while the node on the right represents
the other possible state (in which the coin is Tails up). We use continuous arrows to encode
Alice’s beliefs and use continuous squares to encode her knowledge, while using dashed arrows
and dashed squares for Bob. More precisely: the squares represent the agents’ information
cells, i.e. the equivalence classes s(a) := {t € S : s ~, t} of indistinguishable states (for each
agent a). Observe that Alice’s information cells (the continuous squares) are singletons: in
every case, she knows the state of the system; Bob’s information cell is one big dashed square
comprising both states: he doesn’t know which state is the real one, so he cannot distinguish
between them. The arrows represent the plausibility relations for the two agents; since these
are always reflexive, we choose to skip all the loops for convenience. Both arrows point to the
node on the left: a priori (i.e. before making any observation of the real state), both agents
believe that it is likely that the coin lies Heads up.

Conditional Doxastic Frames. A plausibility frame is in fact nothing but a way to encode
all the agents’ possible conditional beliefs. To see this, consider the following equivalent notion,
introduced in Baltag and Smets (2006): A conditional dozastic frame (CD-frame, for short) S =
(S, {®F}scap cs) consists of a set of states S, together with a family of conditional (dozastic)
appearance maps, one for each agent a and each possible condition P C S. These are required
to satisfy the following conditions:

1. if s € P then s # ();

2. if PN s9 # 0 then s¥ # 0;

3. if t € sP’ then s¢ =t9;

4. sP C p;

5. 8P =sPnQ, ifsPNQ #0.

A conditional dozastic model (C' DM, for short) is a Kripke model whose underlying frame is a
CD-frame. The conditional appearance s’ captures the way a state s appears to an agent a,
given some additional (plausible, but not necessarily truthful) information P. More precisely:
whenever s is the current state of the world, then after receiving new information P, agent a
will come to believe that any of the states s’ € s! might have been the current state of the
world (as it was before receiving information P).

Using conditional doxastic appearance, the knowledge s(a) possessed by agent a about state
s (i.e. the epistemic appearance of s) can be defined as the union of all conditional dozastic
appearances. In other words, something is known iff it is believed in any conditions: s(a) =
Uocs s9. Using this, we can see that the first condition above in the definition of conditional
doxastic frames captures the truthfulness of knowledge. Condition 2 states the success of belief
revision, when consistent with knowledge: if something is not known to be false, then it can be
consistently entertained as a hypothesis. Condition 3 expresses full introspection of (conditional)
beliefs: agents know their own conditional beliefs, so they cannot revise their beliefs about
them. Condition 4 says hypotheses are hypothetically believed: when making a hypothesis, that
hypothesis is taken to be true. Condition 5 describes minimality of revision: when faced with
new information @, agents keep as much as possible of their previous (conditional) beliefs sZ .



To recover the usual, unconditional beliefs, we put s, := s2. In other words: unconditional
(“default”) beliefs are beliefs conditionalized by trivially true conditions.

For any agent a and any S-proposition P, we can define a conditional belief operator BY :
P(S) — P(S) S-propositions, as the Galois dual of conditional doxastic appearance:

BPQ :={seS:s’ CQ}

We read this as saying that agent a believes () given P. More precisely, this says that: if the
agent would learn P, then (after learning) he would come to believe that Q) was the case in the
current state (before the learning). The usual (unconditional) belief operator can be obtained
as a special case, by conditionalizing with the trivially true proposition S: B,Q := BQ. The
knowledge operator can similarly be defined as the Galois dual of epistemic appearance:

K.,P:={se€ S :s(a) C P}
As a consequence of the above postulates, we have the following:

K,P= () B¢P=B,"0)=B"P
QCS

Equivalence between plausibility models and conditional doxastic models: Any plau-
sibility model gives rise to a CDM, in a canonical way, by putting

sl = Minc, {t € P:t~, s}

where Min<, T :={t € T :t <, t' for all ¢’ € T} is the set of <,-minimal elements in 7. We
call this the canonical C DM associated to the plausibility model. The converse is given by a:
Representation Theorem.® Every C' DM is the canonical C' DM of some plausibility model.
The advantage of the C'DM formulation is that it leads naturally to a complete axiomatiza-
tion of a logic of conditional beliefs, which was introduced in Baltag and Smets (2006) under the
name of “Conditional Doxastic Logic” (C'DL)%: the semantical postulates that define CDM’s
can be immediately converted into modal axioms governing conditional belief.
Conditional Doxastic Logic (CDL). The syntax of CDL (without common knowledge and

common belief operators)7 is:

o =p| |l eNe | By

while the semantics is given by the obvious compositional clauses for the interpretation map
||e|ls : CDL — P(S) in a CDM (and so, in particular, in a plausibility model) S. In this
logic, the knowledge modality can be defined as an abbreviation, putting K,¢ := B, L (where
1 = p A —pis an inconsistent sentence), or equivalently K,¢ := B;%¢. This way of defining
knowledge in terms of doxastic conditionals can be traced back to (Stalnaker 1968). It is easy

5This result can be seen as an analogue in our semantic context of Gardenfors’ representation theorem in
Gardenfors (1986), representing the AGM revision operator in terms of the minimal valuations for some total
preorder on valuations.

SCDL is an extension of the well-known logic KL of “knowledge and belief’; see e.g. Meyer and van der
Hoek (1995), pg. 94, for a complete proof system for KL.

"In Baltag and Smets (2006), we present and axiomatize a logic that includes conditional common knowledge
and conditional common true belief.



to see that this agrees semantically with the previous definition of the semantic knowledge
operator (as the Galois dual of epistemic appearance): ||K,¢||g = Kq||¢||s.

Doxastic Propositions. A dozastic proposition is a map P assigning to each plausibility
model (or conditional doxastic model) S some S-proposition, i.e. a set of states P g C
S. The interpretation map for the logic C' DL can thus be thought of as associating to each
sentence ¢ of C'DL a doxastic proposition ||p||. We denote by Prop the family of all doxastic
propositions. All the above operators (Boolean operators as well as doxastic and epistemic
modalities) on S-propositions induce corresponding operators on doxastic propositions, defined
pointwise: e.g. for any doxastic proposition P, one can define the proposition K,P, by putting
(K.P)g := K,Pgq, for all models S.

Theorem. (Baltag and Smets 2006) A complete proof system for C DL can be obtained from
any complete axiomatization of propositional logic by adding the following:

Necessitation Rule: From F ¢ infer + BY¢p
Normality: = Bi(e — 1) — (Blp — Biy)
Truthfulness of Knowledge: F Kop — @

Persistence of Knowledge: = K.p — Bff 2

Full Introspection: - Bff Y — KaBZf ¥

- -BYy — K.~ By
Hypotheses are (hypothetically) accepted: + Bfyp
Minimality of revision: = =Bf—) — (BP0 < B (v — 0))

3 Action Plausibility Models and Product Update

The belief revision encoded in the models above is of a static, purely hypothetical, nature.
Indeed, the revision operators cannot alter the models in any way: all the possibilities are
already there, so both the unconditional and the revised, conditional beliefs refer to the same
world and the same moment in time. In contrast, a belief update in our sense is a dynamic
form of belief revision, meant to capture the actual change of beliefs induced by learning (or
by other forms of epistemic/doxastic actions).® As already noticed before, in e.g. Gerbrandy
(1999) and Baltag et al. (1998), the original model does not usually include enough states to
capture all the epistemic possibilities that arise in this way. So we now introduce “revisions”
that change the original plausibility model.

To do this, we adapt an idea coming from Baltag et al. (1998) and developed in full formal
detail in Baltag and Moss (2004). There, the idea was that epistemic actions should be modeled
in essentially the same way as epistemic states, and this common setting was taken to be
given by epistemic Kripke models. Since we now enriched our models for states to deal with
conditional beliefs, it is natural to follow Baltag and Moss (2004) into extending the similarity
between actions and states to this conditional setting, thus obtaining action plausibility models.

An action plausibility model is just an epistemic plausibility frame 3 = (3, ~4, <u)aca,
together with a precondition map pre : ¥ — Prop associating to each element of ¥ some
doxastic proposition pre(o). As in Baltag and Moss (2004), we call the elements of ¥ (basic)
epistemic actions, and we call pre(o) the precondition of action o.

8But observe the difference between our notion of belief update (originating in dynamic-epistemic logic) and
the similar (and vaguer) notion in (Katsuno and Mendelzon 1992).



Interpretation: Beliefs about Changes encode Changes of Beliefs. The name “doxastic
actions” might be a bit misleading; the elements of a plausibility model are not intended to
represent “real” actions in all their complexity, but only the dozastic changes induced by these
actions: each of the nodes of the graph represents a specific kind of change of beliefs (of all
the agents). As in Baltag and Moss (2004), we only deal here with pure “belief changes”,
i.e. actions that do not change the “ontic” facts of the world, but only the agents’ beliefs®.
Moreover, we think of these as deterministic changes: there is at most one output of applying
an action to a state.!? Intuitively, the precondition defines the domain of applicability of o: this
action can be executed on a state s iff s satisfies its precondition. The plausibility pre-orderings
<. give the agent’s beliefs about which actions are more plausible than others. But this should
be interpreted as beliefs about changes, that encode changes of beliefs. In this sense, we use such
“beliefs about actions” as a way to represent doxastic changes: the information about how the
agent changes her beliefs is captured by our action plausibility relations. So we read o <, o’
as saying that: if agent a is given the information that some (virtual) action is either o or o’
(without being able to know which), then she believes that o is the one actually happening.
Example 2: Successful Lying. The action of “public successful lying” can be described
as follows: given a doxastic proposition P, the model consists of two actions Lie, P and
True, P, the first being the action in which agent a publicly lies that (she knows) P (while
in fact she doesn’t know it), and the second being the action in which a makes a truthful
public announcement that (she knows) P. The preconditions are pre(Lie, P) = - K, P
and pre(True, P) = K, P. Agent a’s equivalence relation is simply the identity: she knows
whether she’s lying or not. The other agents’ equivalence relation is the total relation: they
cannot know if a is lying or not. Let us assume that a’s plausibility preorder is also the total
relation: this would express the fact that agent a is not decided to always lie; a priori, she
considers equally plausible that, in any arbitrarily given situation, she will lie or not. But the
plausibility relations should reflect the fact that we are modeling a “typically successful lying”:
by default, in such an action, the hearer trusts the speaker, so he is inclined to believe the lie.
Hence, the relation for any hearer b # a should make it more plausible to him that a is telling
the truth rather than lying: True, P <, Lie, P.

As a specific example, consider the scenario in Example 1, and assume now that Alice tells
Bob (after seeing that the coin was lying Heads up): “I saw the face, so now I know: The coin
is lying Tails up”. Assume that Bob trusts Alice completely, so he believes that she is telling
the truth. We can model this action using the following action model 3:

This model has two actions: the one on the left is the real action that is taking place (in
which Alice’s sentence is a lie: in fact, she doesn’t know the coin is Tails up), while the one
on the right is the other possible action (in which Alice is telling the truth: she does know the
coin is Tails up). We labeled this node with their preconditions, =K,T for the lying action and
K,T for the truth-telling action. In each case, Alice knows what action she is doing, so her

9We stress this is a minor restriction, and it is very easy to extend this setting to “ontic” actions. The only
reason we stick with this restriction is that it simplifies the definitions, and that it is general enough to apply
to all the actions we are interested here, and in particular to all communication actions.

19As in Baltag and Moss (2004), we will be able to represent non-deterministic actions as sums (unions) of
deterministic ones.



information cells (the continuous squares) are singletons; while Bob is uncertain, so the dashed
square includes both actions. As before, we use arrows for plausibility relations, skipping all
the loops. As assumed above, Alice is not decided to always lie about this; so, a priori, she
finds her lying in any such given case to be equally plausible as her telling the truth: this is
reflected by the fact that the continuous arrow is bidirectional. In contrast, (Bob’s) dashed
arrow points only to the node on the right: he really believes Alice!

The Product Update of Two Plausibility Models. We are ready now to define the updated
(state) plausibility model, representing the way some action, from an action plausibility model
Y = (2, ~a, <o, Pre)aca, will act on an input-state, from an initially given (state) plausibility
model S = (5, ~4, <4, | ® ||)aca. We denote this updated model by S ® ¥, and we call it the
update product of the two models. Its states are elements (s, o) of the Cartesian product S x X.
More specifically, the set of states of S ® X is

S®Y:={(s,0):5 € pre(o)s}

The valuation is given by the original input-state model: for all (s,0) € S® 3, we put (s,0) =
p iff s = p. As epistemic uncertainty relations, we take the product of the two epistemic
uncertainty relations!!: for (s, o), (s',0’) € S® X,

(8,0) ~q (§,0") iff 0~g0' s~

Finally, we define the plausibility relation as the anti-lexicographic preorder relation on pairs
(s,0), i.e.
(s,0) <. (§',0") iff either o <, 0" or o ~,0',s <, 5"

Interpretation. To explain this definition, recall first that we only deal with pure “belief
changes”, not affecting the “facts”: this explains our “conservative” valuation. Second, the
product construction on the epistemic indistinguishability relation ~, is the same as in Baltag
and Moss (2004): if two indistinguishable actions are successfully applied to two indistinguish-
able input-states, then their output-states are indistinguishable. Third, the anti-lexicographic
preorder gives “priority” to the action plausibility relation; this is not an arbitrary choice, but is
motivated by our above-mentioned interpretation of “actions” as specific types of belief changes.
The action plausibility relation captures what agents really believe is going on at the moment;
while the input-state plausibility relations only capture past beliefs. The doxastic action is the
one that “changes” the initial doxastic state, and not vice-versa. If the “believed action” «
requires the agent to revise some past beliefs, then so be it: this is the whole point of believing
a, namely to use it to revise or update one’s past beliefs. For example, in a successful lying,
the action plausibility relation makes the hearer believe that the speaker is telling the truth; so
she’ll accept this message (unless contradicted by her knowledge), and change her past beliefs
appropriately: this is what makes the lying “successful”. Giving priority to action plausibility
does not in any way mean that the agent’s belief in actions is “stronger” than her belief in
states; it just captures the fact that, at the time of updating with a given action, the belief
about the action is what is actual, what is present, is the current belief about what is going on,
while the beliefs about the input-states are in the past.> The belief update induced by a given
action is nothing but an update with the (presently) believed action.

1 Observe that this is precisely the uncertainty relation of the epistemic update product, as defined in Baltag
and Moss (2004).

120f course, at a later moment, the above-mentioned belief about action (now belonging to the past) might
be itself revised. But this is another, future update.



In other words, the anti-lexicographic product update reflects our Motto above: beliefs
about changes (as formalized in the action plausibility relations) are nothing but ways to encode
changes of belief (i.e. ways to change the original plausibility order on states). This simply
expresses our particular interpretation of the (strong) plausibility ordering on actions, and is
thus a matter of convention: we decided to introduce the order on actions to encode corre-
sponding changes of order on states. The product update is a consequence of this convention:
it just says that a strong plausibility order o <,  on actions corresponds indeed to a change
of ordering, (from whatever the ordering was) between the original input-states s,t, to the
order (s,a) <, (t,3) between output-states; while equally plausible actions « ~,  will leave
the initial ordering unchanged: (s,a) <, (¢,0) iff s <, t. So the product update is just a
formalization of our interpretation of action plausibility models, and thus it doesn’t impose any
further limitation to our setting.

Example 3: By computing the update product of the plausibility model S in Example 1 with
the action model ¥ in Example 2, we obtain the following plausibility model:

This correctly describes the effect of an action of “successful lying”: Bob’s plausible ordering
is reversed, since he believes Alice, and so now he believes that the coin is lying face up. In
contrast, Alice’s initial plausibility relation is unaffected (since the two actions were equally
plausible, i.e. doxastically equivalent, for her); so, she should keep her a priori belief that the
coin is Heads up; of course, in this case the last point is not so relevant, since Alice knows the
state of the coin (as witnessed by the fact that the continuous squares consist of single states).

Proposition. The update product of a state plausibility model and an action plausibility
model is a state plausibility model.

4 Product Update in CDM Form

As for the “static” conditional doxastic logic, the axioms of “dynamic” belief revision logic can
be easily derived if we first work out the C'DM version of the above update product. We do
this from scratch, by first introducing a “dynamic” version of the notion of C DM, equivalent
to the above concept of action plausibility model:

A conditional dozastic action model (CDAM, for short) ¥ is just a conditional doxastic
frame (3, {®l'},carics), together with a precondition map pre : ¥ — Prop as above. A set of
actions II C X can be interpreted as partial information about some real (basic) action o € II,
or equivalently, as a non-deterministic action (in which one of the actions o € IT happens, but
we are not told which). The conditional appearance o' captures the way action o appears
to agent a, giwen additional (plausible, but not necessarily truthful) information I about this
action. This means that, in normal circumstances, if after ¢ happens the agent is told that
(one of the actions in) IT has happened, then the agent will believe that in fact (one of the basic
actions in) ¢! has happened. As before, any action plausibility model induces in a canonical
way a CDAM, and conversely any CDAM can be represented as the canonical CDAM of
some action plausibility model.

Example: Lying, revisited. In the successful lying example, if we convert the plausibility
model into its canonical C DM, we obtain e.g. that (Lie, P)? = {True, P} for b # a and

9



Q Z {Lie, P}. So this lying is indeed generally “successful”: no matter what other information
is given to b, if it is consistent with a telling the truth, then b believes that a tells the truth.
The only case in which the appearance of this action to b is different is when @ C {Lie, P},
in which case (Lie, P)? = @, and in particular, (Lie, P)iLi@a} = {Lie, P}: so the hearer can
discover the lying only if given information that excludes all other possible actions.
Independence of Action’s Appearance from Prior Beliefs. The above description as-
sumes that the agent’s beliefs about the action are independent of his beliefs about the state:
indeed, ¢! contains no information about, or reference to, the current state’s doxastic appear-
ance s, to the agent, so it is assumed that this does not influence in any way the appearance of
the action. This assumption embodies a certain interpretation of our “appearance” maps: we
take an action’s appearance to simply denote the action itself, as it appears to the agent. In
other words: for the agent, the appearance is the action, pure and simple. When the action o
happens (say, in an unconditional context), it really appears to the agent as if (the apparent,
un-conditionalized action) o, := o> happens. If the agent makes the additional hypothesis that
one of the actions in IT happens, then it appears to him that oIl is happening. The action’s
appearance is simply taken here as a brute, new fact: the agent really believes this apparent ac-
tion is happening (otherwise this would not really be the appearance of this action). This belief
cannot be revised at the same time that it is being held: any revision of the action’s appearance
can only happen in the future. But for the moment, this appearance correctly reflects what
the agent thinks to be happening. In contrast, his prior beliefs about the state are just that:
prior beliefs. They may be subject to revision at this very moment, due to current action (or,
more precisely, due to its appearance): indeed, the (apparent) action is the one that induces
the revision (or update) of the static belief. In a certain sense, the action, as it appears, is the
belief update: the apparent action simply encodes the way the agent is compelled to update
his prior beliefs. Hence, the action’s appearance cannot, by definition, be dependent, or be
influenced, by these prior beliefs: the action’s appearance is a given, it is what it is, and the
prior beliefs are the ones that may be changed by the apparent action, not vice-versa.

Taking the action’s appearance as a correct description of the action as seen by the agent,
the above independence (of this appearance from prior beliefs) can be understood as a ratio-
nality postulate: agents should be prepared to revise their prior beliefs when faced with (what
appears to them as) truthful new information. Rational agents are not fundamentalists: if given
compelling evidence to the contrary (as encoded in the “apparent action”), they will not refuse
it due to prior beliefs, but will change these prior beliefs to fit the new evidence. And it does
not matter in the least that, at some later point, this “compelling evidence” might turn out to
have been a belief (an “apparent action”), not a reality: when this will happen, rational agents
might change their minds again. But for the moment, they have to accept the current action
as it appears to them, and adjust their previous beliefs appropriately.

An Action’s Contextual Appearance. In the context of belief revision, there is a subtle
point to be made here: the above independence only refers to the agent’s prior beliefs, but not
to the agent’s knowledge. No action’s appearance can be assumed to be independent of prior
knowledge: it might happen that the current state s is such that agent a knows that the believed
action ol cannot happen at this state. This is perfectly possible, even in states in which o does
happen, and even if the information II is correct (i.e. o € II). In such a state, the agent cannot
accept the default appearance oll. Prior knowledge may thus influence the action’s appearance.

Example revisited: “Successful” lying cannot always be successful! Indeed, if the original
input-state s is such that an outsider b already knows that P is false, then lying cannot succeed.
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In this context, the appearance of the action Lie, P to bis not its default appearance True, P:
b cannot believe that a is telling the truth. Instead, the contextual appearance of this action at
s is itself. (Lie, P), = Lie, P. The hearer knows the speaker is lying.

So ¢! should only be thought of as the action’s default appearance (conditional on II) to
the agent: in the absence of any other additional information (except for 1), or whenever the
agent’s prior knowledge allows this, the agent a will believe that oIl has happened.

So how will this action appear in a context in which the default appearance is known to be
impossible? We can answer this question by defining a conteztual appearance o5 of action o
to agent a at state s, given II. We can do this by strengthening our conditionalization: at a
given state s € S, an agent has already some information about the next action, namely that
it cannot be inconsistent with his knowledge s(a) of the state. In other words, agent a knows
that the action must belong to the set Xy, == {p € X : s(a) Npre(p) g # 0} = {p € ¥ :
s = g Kq,—pre(p)}. Putting this information together with the new information II, we obtain
the contextual appearance by conditionalizing the agent’s belief about the action with Xy NII:
s,IT — U?s(a)mn — O.ipel—l:s(a)ﬁpre(p);é@}

o

This contextual appearance is the one that fully captures the agent’s actual belief about the
action o in state s, whenever he is given information II.

An Action’s Effect: Deterministic change of state. As announced, we take the basic
actions o € Y to represent deterministic changes of states. In the following, we will always
represent the output-state o(s) of applying basic action o to state s € S by an ordered pair
o(s) := (s,0). So, for a given CDM S of possible input-states and a given CDAM of possible
actions, the set of all possible output-states will be a subset of the Cartesian product S x 2.
Thus, we could represent post-conditions, i.e. conditions restricting the possible output-states
of some (unspecified) action acting on some (unspecified) input-state as subsets P C S x X of
the Cartesian product. Given a basic action o € X and a post-condition P C § x ¥, we may
denote the set of possible input-states of action o ensuring post-condition P by:

o (P)={se€S:0(s)eP}={se€S:(s,0)€P}

Post-conditional Contextual Appearance. Sometimes, the additional information the
agent may be given (or the hypothesis that he may entertain) refers, not directly to the range
IT C ¥ of possible actions currently happening, but to some post-condition P; i.e. the agent
might be told that the current action will result in a state o(s) = (s,0) satisfying some post-
condition P C S x ¥. He should be able to conditionalize his belief about the current action
with this information, in a given context. For this, we define the contextual appearance 5% of

a

action o at state s, in the hypothesis (that the action will ensure postcondition) P, by putting:
a;’P — UipGE:S(a)ﬂp’l(P)#w}

Example: Lying, again. Let again Lie, P be the action of successful lying by agent a, and
suppose that P denotes a factual (“ontic”) statement (which happens to be false, and thus
will remain false after lying). Even if in the original state, the hearer b did not know that P
was false (so that lying was successful, and its appearance to b was the default one True, P),
he may be given later that information, as a post-condition = P. Then, the hearer discovers
the lying: the post-conditional contextual appearance of lying (given = P) is... lying!
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Belief Revision induced by an Action and a Postcondition. We want to calculate now
the revision of an agent’s beliefs (about an input-state s) induced by an action o when given
some post-condition P C S x ¥. We denote this by s2¥. This captures the appearance of
the input-state s to agent a, after action o and after being given the information that P holds
at the output-state. As explained already, the agent revises his prior beliefs not in accordance
with the actual action, but in accordance to how this action appears to him. As we have
seen, the appearance of action o at state s when given post-condition P is o5, So the new
information obtained post-factum about the original input-state s is that this state was capable
of supporting (one of the actions in) o5¥' and moreover that it yielded an output-state satisfying
post-condition P. In other words, the agents learns that the original state was in (o37)71(P).
So he has to revise (conditionalize) his prior beliefs about s with this information, obtaining:

Product Update, in C'DM form. We give now a CDM equivalent of the above notion
of product update: the product update of a conditional doxastic model S with a conditional
doxastic action model X is a new conditional doxastic model S ® 3, whose states are elements
o(s) := (s,0) of a subset S ® ¥ of the Cartesian product S x ¥. Note that we prefer here the
functional notation o(s), instead of (s,0). As before, preconditions select the surviving states:

S®@Y :={o(s):s€pre(o) g}

For any hypothesis P C S® Y about the output-state, the conditional appearance (conditioned
by P) of an output-state o(s) to an agent a is given by
a(s)y =0 (sg")N P

In words: Agent a’s updated belief (about the output-state of a basic action o applied to an
input-state s, when given condition P) o(s)f can be obtained by applying the action that is
believed to happen (i.e. the appearance o5¥ of o to a at s, given post-condition P) to the
agent’s revised belief about the input-state s3¥ (belief revised with the information provided
by the apparent action o), then restricting to the given post-condition P. Finally (as for
plausibility models), the valuation on output-states comes from the original states:

Pl gex = {ols) e S@ ¥ s € lplls}

Proposition. The two “product update” operations defined above agree: the canonical C'DM
associated to the (anti-lexicographic) product update of two plausibility models is the product
update of their canonical C'DM'’s.

5 The Dynamic Logic

As in Baltag and Moss (2004), we consider a doxastic signature, i.e. a finite (fized) plausibility
frame (or, equivalently, a finite conditional doxastic frame) 3, together with an ordered list
without repetitions (o1, ...,0,) of some of the elements of ¥. Each signature gives rise to
a dynamic-doxastic logic CDL(X), as in Baltag and Moss (2004): one defines by double
recursion a set of sentences ¢ and a set of program terms m; the basic programs are of the
form 7 = 0 = opy...p,, where 0 € ¥ and ¢; are sentences in our logic; program terms
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are generated from basic programs using non-deterministic sum (choice) m U " and sequential
composition m;'. Sentences are built using the operators of C'DL, and in addition a dynamic
modality < 7 > ¢, taking program terms and sentences into other sentences. As in Baltag
and Moss (2004), the conditional doxastic maps on the signature ¥ induce in a natural way
conditional doxastic maps on basic programs in CDL(X): we put (¢@)¥ := {0/@ : 0’ € ol1}.
The given listing can be used to assign syntactic preconditions for basic programs, by putting:
pre(o;7) = ¢;, and pre(c@) := T (the trivially true sentence) if o is not in the listing.
Thus, the basic programs of the form o form a (finite) syntactic CDAM' ¥3. Every given
interpretation || e || : CDL(%) — Prop of sentences as doxastic propositions will convert this
syntactic model into a “real” (semantic) CDAM, called E||g2||

To give the semantics, we define by induction two interpretation maps, one taking any
sentence ¢ to a doxastic proposition ||p|| € Prop, the second taking any program term « to
a (possibly non-deterministic) doxastic “program”, i.e. a set of basic actions in some CDAM.
The definition is completely similar to the one in Baltag and Moss (2004), so we skip the details
here. Suffice to say that the semantics of basic dynamic modalities is given by the inverse map:

N |
l< o8> vlls = (ollells)  I1] Sosyz

Notation. To state our proof system, we encode the notion of post-conditional contextual
appearance of an action in our syntax. For sentences 6,1 and basic program « = o, we put:

<al >¢:= \/ <<04(ZH>1/J/\/\ﬂKa—|<ﬁ>6’/\ /\Kaﬂ<ﬁ’>9>
CxE3 Bl B¢l

This notation can be justified by observing that it semantically matches the modality corre-
sponding to post-conditional contextual appearance:

= -1
1< (@@ > vlls={s€ 55 € ((llells} ) llsqmz )

Theorem. A complete proof system for the logic C DL(X) is obtained by adding to the above
axioms and rules of C'DL the following Reduction Axioms:

<TUT > < <mT>pV <1 >0
<mr > = <rT><7 >0
<a>p < pre(a)Ap
<a>-p o pre(a) A< a>p
<a>(pVy) o <a>pV <a>
<a>Blp < pre(a) ABF [al] (6 — )

where p is any atomic sentence, 7,7’ are programs and « is a basic program in L(X).

Acknowledgments. During the writing of this paper, the second author’s research was spon-
sored by the Flemish Fund for Scientific Research (FWO, Brussel).

BA syntactic CDAM is just a conditional doxastic frame endowed with a syntactic precondition map, asso-
ciating sentences to basic action. For justification and examples, in the context of epistemic action models, see
Baltag and Moss (2004).
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