Artificial Intelligence (AI) has become ubiquitous in our everyday lives. There has been intense research on tasks related to language generation and understanding and, as a result of the improvements in these tasks (see e.g., BERT [5], (chat)GPT [3], and Bard), AI has been applied to enhance user experience in household appliances, virtual personal assistants, search engines, recommender systems, among others. A big portion of articles on machine learning is based on experimental evaluations, where the goal is often to provide evidence of an improvement of accuracy results on benchmarks. There are more and more of such papers being published every year, with authors in the machine learning community going from one deadline to the next every two months [2]. While the advance of application-driven research in AI at such a pace is exciting, we also envision an urgent need of establishing and standardizing a formalization of certain notions used in the field, starting with basic conceptual questions. What is a learning algorithm? What does it mean (formally!) to say that it has learnt to perform a certain task? Exciting research in AI needs to be complemented with theoretical developments, which aim at long-term impact and can survive the test of time. The lack of formal definitions and their consistent usage in machine learning can create misunderstandings in the community and expectations in the society that AI technologies have achieved capabilities that are later shown to be wrong [14, 22] or unsuitable because of ethical issues [10].

Remark 1 To illustrate the issue regarding the lack of formal definitions and their usage, consider a very intriguing question in AI which is whether algorithms can learn by induction the ability of performing deductive (logical) reasoning. After multiple authors claimed that the BERT language model learnt to emulate the correct function for performing deductive reasoning [4, 23] (based on experimental evaluations with high accuracy prediction results on benchmarks), further studies indicate that the model learnt statistical features present in deductive reasoning problems, rather than learning to emulate the correct reasoning function. Their results point that BERT has not learnt to reason [25] and, moreover, that this would not be fixable by feeding the model with more data as the statistical features in this case are inherent to the reasoning function itself, and therefore, they would be present in any kind of data distribution.

The presence of shortcut learning [6], as illustrated in Remark 1 (where
the model learns statistical features instead of emulating the intended target reasoning function), and its effects are yet to be understood. The solutions may require more interaction between the communities working on Knowledge Representation and Reasoning, Logic, and Machine Learning, to achieve models that can perform both deductive and inductive reasoning adequately.

On a deeper level, what are the capabilities and limitations of AI? Back in time, when researchers were trying to understand the capabilities and limitations of computers, they found many answers to their questions by developing what is known today as the theory of computation [21]. Research in the field clarifies which problems can be solved by computers, formalizing computers using abstract computational models and analysing the decidability, complexity, and potential reducibility of computational problems. The Theory of Computation provides a solid and elegant foundation for computer science. The well-defined models of computation create a mathematical abstraction that allows the study of capabilities and limitations of computers independently of taking into consideration the hardware resources of a particular computer.

However, the mode of operation of classical algorithms is fairly different from the settings predominant in AI. Systems based on AI often include interactions with external entities, which translates computationally into multiple inputs and outputs during the computation [8]—a much less explored territory in the literature of the theory of computation. Though, the challenges in AI include not only analysing the amount of time and memory space required but also investigating the capability of learning target functions, updating the learnt concepts given new information, estimating the number of interactions needed (in interactive scenarios), and estimating the amount of data needed for training (in non-interactive scenarios) so as to avoid overfitting [20]. There has been a lot of interest in verifying whether AI models can be given formal guarantees, such as robustness to adversarial attacks [12, 16, 19, 9], and establishing the expressivity of widely applied machine learning architectures such as transformers [18] and graph neural networks [15]. In the quest for a clear and solid understanding of the capabilities and limitations of AI, some of the basic but also fundamental questions to be addressed towards establishing a theory for AI computation include: what are the underlying computational models of AI systems? How can we formally define learnability? What is the complexity of learning? Can we reduce one learning problem to another?

In Computational Learning Theory [11], there are well-known learning frameworks such as the exact [1] and the classical probably approximately correct (PAC) [24]. Within these frameworks, one can formalize a learning problem, analyse learnability, complexity, reducibility, and under certain conditions, estimate an amount of training data (based on the notion of sample complexity) that avoids overfitting within the model. Although research in Computational Learning Theory produced a plethora of important results for traditional algorithmic tasks, it is greatly underdeveloped when it comes to computational settings and challenges predominant in AI.

Remark 2 To illustrate the mismatch between what is known in theory and
what is required in practice, consider the assumptions made in well studied computational models in Computational Learning Theory. The classical PAC framework makes the assumption that examples in the training data are independently and identically distributed (i.i.d) and uses this same—arbitrary but fixed—distribution to establish the notion of probabilistic approximation w.r.t. the target, the function that is intended to be learnt. However, the assumption that the test data comes from the same distribution as the training data has been called the big lie in machine learning [7]. The reason is because it is convenient to make this assumption “in the lab”, though, this assumption is rarely justified for real world applications and gives more opportunities for (unintended) shortcut learning [6]. In the exact learning framework, the assumption that the learner has access an oracle with perfect knowledge of the target, in particular, an oracle that can provide counterexamples to equivalence queries, is also difficult to fulfill in practice. Moreover, a big portion of works in the field only consider supervised settings based on binary classification.

Starting from basic conceptual questions, what is a learning algorithm when we now consider interactive systems that receive and return multiple inputs and outputs? The theory of computation has a classical notion of algorithm for decision problems, based on Turing Machines. There are also branches of the Theory of Computation which resemble scenarios with interaction and changes, as in many AI scenarios. For instance, Oracle Turing machines give the possibility of interacting with an external system [13]. The work by Goldin, Smolka, Wegner et al. provides foundational results for interactive computation [8]. Also, in the study of Dynamic Complexity Classes [17], one has to consider modifications in the data. However, these formalisms are considerably different from the idea of having computational models that can be employed to explore notions associated with learning tasks such as learnability, sample complexity, and query complexity (in interactive settings). The idea of having for frameworks with a success criteria based on learning tasks, instead of decision tasks is not within the realms of such formalisms. In this extended abstract, we cast light on abysmal literature gaps between AI and foundational research. We motivate the need of developing a theory for AI computation, that builds on Machine Learning, Knowledge Representation and Logic—the pillars of AI—as well as Computational Learning Theory and the Theory of Computation.
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