
Leveling up in Intersectional Fairness

The aim of fair machine learning is to develop models that are devoid of any kind of discriminatory
behavior towards any subset of the population. In recent years, this task has attracted a broad range
of approaches (1; 2; 3), with most of them focusing on a single sensitive axis (4; 5), such as gender
or race. However, recent studies (6) have demonstrated that even when fairness can be ensured at
the individual sensitive axis levels, significant unfairness can still exist at the intersection level. For
example, (7) showed that commercial face recognition tools have been shown to exhibit significantly
higher error rates for groups of darker-skinned females than for lighter-skinned males.

Contribution 1: To capture this intersectional fairness, several measures have been proposed (8; 9),
with the most commonly used being the Differential Fairness (DF) measures (10). Intuitively, DF is
the log-ratio of the best-performing group to the worst-performing group for a given performance
measure, such as the False Positive Rate (FPR). In this work, we argue that the DF metric does not
capture the complete picture. For instance, the DF metric can be trivially minimized by harming all
the groups, i.e., by increasing FPR uniformly for all groups. To illustrate this, assume, on the one
hand, a model M1 where the group with the lowest FPR is 0.2 and the one with the highest FPR is
0.4. On the other hand, a model M2 with the lowest and the highest FPR corresponds to 0.3 and 0.45,
respectively. According to the DF measure, M2 is significantly fairer than M1 as it is strictly more
egalitarian, even though the way M2 has achieved is by harming both the best and worst group. Thus
there is a tension between the relative performance between groups and the absolute performance of
the groups. In order to capture this tension, we propose Fβ Differential Fairness measure. Informally,
it is a weighted harmonic mean between the relative and absolute performance of the group. It enables
practitioners to explore the whole trade-off between them by changing the weight (β).

Contribution 2: Another major challenge in achieving intersectional fairness is the limited data
availability for certain subgroups. For instance, in the Twitter Hate Speech dataset (11), the smallest
group consists of only 300 examples, while the largest group contains over 6, 000 examples. This
mismatch in the amount of data also reflects the real world, where it can be inherently challenging to
collect data for certain groups compared to others.

In order to circumvent the above problem, we propose a simple Maximum Mean Discrepancy
(MMD) (12) based data generation mechanism, which relies on the fact that smaller subgroups could
be augmented by modifying and combining the data from other subgroups. More specifically, we
exploit the structure inherent in the problem of intersectionality by viewing each subgroup as an
intersection of other groups. For instance, data for subgroup Female-AfricanAmerican can be derived
by combing examples from group Female and group AfricanAmerican. At the time of training, (i)
we combine the generated and the real data into one batch, and (ii) instead of randomly sampling
examples from the training data, we propose to use equal sampling, where the classifier sees the same
number of examples for each group and label. The first step increases the diversity of examples the
classifier is trained on, improving generalization, while the latter ensures that equal importance is
given to all subgroups instead of focusing more on larger groups.

Experiments and Conclusion: Our experiments on various fairness enforcing methods across
multiple datasets show that several of these methods improve DF by harming groups. We also
empirically evaluate our proposed data generation mechanism over various datasets and find it leads
to a more fair representation while not harming the worst of the group. Moreover, apart from superior
results, our approach is easy to integrate with existing training pipeline, and can be combined with
various in-processing fairness approaches.
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